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**Within Model**

- $O_t$ to $Y_1$, $Y_2$, $Y_3$ via $\lambda_s$
- $O_{t-1}$ to $Y_2$, $Y_3$ via $\lambda_s$
- $Y_1$ to $\varepsilon_1$
- $Y_2$ to $\varepsilon_2$
- $Y_3$ to $\varepsilon_3$

**Between Model**

- $Y_1$ to $\xi_1$
- $Y_2$ to $\xi_2$
- $Y_3$ to $\xi_3$
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Are these models suitable to analyze intensive longitudinal data?
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Base Model | Number of Measurements
--- | ---
MSST | 30
CUTS | 60
TSO | 90
Simulation Study

Base Model | Number of Measurements | Proportion of Missing Values
---|---|---
MSST | 30 | 0%
CUTS | 60 | 10%
TSO | 90 |
## Simulation Study

### Base Model

<table>
<thead>
<tr>
<th>Number of Measurements</th>
<th>MLE</th>
<th>BAYES</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSST</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ML-MSST</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CUTS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ML-CUTS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TSO</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ML-TSO</td>
<td>x</td>
<td>✓</td>
</tr>
</tbody>
</table>
# Simulation Study

## Base Model

<table>
<thead>
<tr>
<th>Number of Measurements</th>
<th>Base Model</th>
<th>MLE</th>
<th>BAYES</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>✅</td>
<td>✅</td>
</tr>
</tbody>
</table>

## Proportion of Missing Values

<table>
<thead>
<tr>
<th>Proportion of Missing Values</th>
<th>MLE</th>
<th>BAYES</th>
</tr>
</thead>
<tbody>
<tr>
<td>X100</td>
<td>✅</td>
<td>✅</td>
</tr>
</tbody>
</table>
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![Graph showing the number of successful analyses for different models and measurement times.](chart.png)
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![Graph showing successful analyses for MSST, Model Cuts, and TSO across different measurement times and percentage of missingness. The graph compares different methods: Wide, Long, MLE, and Bayes.]
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If model converges, Multilevel LST = Single-level LST.

Single-level LST is time consuming and can fail when the number of measurements increases.

The TSO seems robust and should be used to study states and traits in intensive longitudinal data.
Conceptual Conclusions

ML-(V)AR with measurement error (Schuurman & Hamaker, 2018) \(\approx\) TSO model with one indicator.
Conceptual Conclusions

ML-(V)AR with measurement error (Schuurman & Hamaker, 2018) ≈ TSO model with one indicator.

These models can be easily extended within the DSEM framework.
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